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Abstract

Abstract

The recovery and recycling of precious metals, rare earth materials and t#hkenology
materials fromprinted circuit boardPCB waste is ofenvironmentaland economidnterest.
PCBscontain a high concentration afechnology materials which areusually processed in
2RI 2Qa NBOe& Of A yamd/oGseltihgAzhighbagnoudt kfdBidalRatgriais na
recycled because of economithermo-dynamic physical and chemical reasa A higher
recycling ratecouldbe achieved by material composition estimatiand a selectivedismantling

LINE OS&da oKAOK A& y20G TSI aAi o fAS elegtoriickcompchént & Q a

identificationprocesswould support the reuse and upgraaé electronic components.

In this thesis, a software demonstrator is developed for the automatic evaluation of 2D images
of PCBswith their components and for determination of their material composition. A data
fusion model for electronic component detection and classification was created. The data
fusion model consists of algorithms for feature extraction from different feature domains with
the goal of extracting significant features for electronic component packagsitication. The
feature domains are based on package features, such as package color, package color
segments, package form and frequency spectrum of the package images. Important features
are selected by a package specific feature selection. The ealuaiticomponent classification

is based on a generated database with 2D images of package references.

After component classification the exact electronic component name is determined by reading
the electronic component markings. Thereforeelactronic conponent identification based on
OCRalgorithns is developed, which determined the component names based on an electronic

component name database.

To analyze the content of critical materials of a PCB and its coemps, a lifecycleinventory

(LCI) model of the PCB is automatically generated based on the recognized electronic
components with the data fusion model. The IEE®mat (International Reference Life Cycle
Data System) is used ttore the LCImodel data and material composition data for each
component and merge them to a PCB model which can be imported in commecydite

assessment (LG Aoftware like GaBi or OpenLCA.
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Introduction

1. Introduction
Theproblem ofworldwide increase of waste electric and electronic waste (B/E&fuires an
end-of-life management systemLy (2RI &@Q&a NBOeOf Ay3d OKIFIAya
limited resources are not recycled and this will constitute a problemesburce scarcityor
future generations. An ficient recycling and reussystem forwaste electric and electronic
waste (WEELEis required which is basedn detailed information about the material content
and the electronic composition of printed circuit boards (PCBhis thesis immves the
recycling chain based omaAutomatic Optical Inspection system (A®R)stem) for PCBswhich
provides a good opportunity fanodeing the composition of PCB&formation about amount
and value of valuable materials in electronic components and reusable electronic components

are collected to support an efficient recycling process.

1.1 Problem formulation
The production of electric and el@onic equipment (EBHsincreasingworldwide. At the end
of the life the equipment ends up as waste electric and electronic waste (WHBEES

developmentrequiresan end-of-life management system which serves tf@lowing goals:

- reductionof materials going to landfill and minimizationlahdfil-volumes

- recycling of materials in order to keep the maximum economic and environmental value
and to avoid newnaterial extraction

- reduction of emissions of environmentally relevant substances, for example through

leachingof landfill sites, incineration slags and-gfisses from combustion processes
(Huisman, 2004)

Recycling of \HEHS an important subjechot only from the point ofview of waste treatment

but alsoregardingthe recovery of valuable materials and the reuse of electronic components.
WEEES diverse and complex in terms of materials and compondalesctronic products, in
particular IT and communication equipmentontaina lot of precious metals (gold, silver,
palladium) and special metals (indium, selenidellurium, tantalum, bismuth, antimony). The

precious metals are mainly found in printed circuit boards (P.AB® concentration of precious

1
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metals in PCBs usually much higher than the concentration in ores, especially for gold and
palladium(Chancerel, et al., 2009Yloreover, the extraction of precious metals through mining

is associated with negative environmentadgacts through significant emissions of greenhouse
gases and energy, water and land usagerthermore,the high economio/alue of precious
metals on the world market as well as the limited available reserves of precious metals requires
an improvement of @covering precious metals from WEHHe proportion of PCBs WEEE

over different equipment typgis around 9%Chancerel, et al., 20090 an experimental trial
(Chancerel, et al., 2009 easured concentration in unshredded PCB$GS g/t of silver,135

g/t of gold and50 g/t of palladium Other metls like tantalum arevery rareNB5 O& Of SR A Y

recycling chains.

The determination of economical valuable electronic comporsemhich can be reused is not
done in today2 @ecycling chainsA simplified recycling chain for WEBEhown inFigurel. The
detailed recycling chain for WEEBEhown iPAppendix J

1-Collection =~ |——>»| 2-Pre-processing ——{ 3.Recovery and disposal

Figurel: Simplified recycling chain for WEEE

The recycling chain consgif three steps The firststepis the ollection of WEERhich is out
of focusfor the improvement of the recycling chain in this thesife preprocessingstep
consiss of manual sorting and dismantling as wadlof shredding aml automated sortingThe
improvement of the preprocessing stage is the maiacus of this thesisAn improved pre
processing also enables improved or new recovery and disposal Stepsnass balance tie

pre-processingtepis shown inFigure2.
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Copper-rich material: 0.5 £ 0.1 kg
//‘* Precious-metals rich material: 2.2 + 0.1 kg

Printed Circuit Boards: 12.1 + 0.1 kg
= ——Precious-metals rich material: 37.4 + 0.7 kg
=— Copper-rich material: 93.1 £ 1.0 kg
\Ferrous metals: 2.4 + 0.1 kg

Other material: 112.7 + 2.6 kg

Rubbish and filter dust: 16.3 £ 0.1 kg

Printed Circuit Boards: 4.9 £ 0.1 kg
Precious-metals rich material: 0.3 £ 0.1 kg
_7=—Copper-rich material: 28.7 £ 0.1 kg
V4 Other material: 1.4 £ 0.5 kg

LW 69%

/
0.3%/

Printed Circuit Boards: 14.6 + 0.1 kg
Input Precious-metals rich material: 12.9 + 0.1 kg

1000 8 kg Non-ferrous metals: 4.3 + 0.1 kg

2 \\Aluminium: 22+0.1kg

Ferrous metals: 329.3 + 0.7 kg

~——Plastics: 264.8 + 0.7 kg

Other material: 32.3 + 0.1 kg

Rubbish and filter dust: 7.7 + 0.2 kg

Pre-sorting Manual sorting Pre-shreddingand  Shredding and
and depollution manual sorting  automated sorting

Figure2: Mass balance of the preprocessing of 1,0a9 of input WEEEChancerel, et al., 2009)

In the study of Chancerel et al. (2009), a comparison of the input concentration and the output
concentration of precious metals showed that only about a quarter of the gold and palladium
and about oneenth of silver were sent to output fractions from which precious metals could
be directly recovered. Most of the precious metals went to the most mass relevant fractions.
Per ton of input WEEte company operating the facility did not get any revenues for around
16.5 g gold and 5.3 g palladium. At a price of $900 per ounce of gold and $370 per ounce of
palladium (average price for 2008 [U@®9), this means that a metal value of $524 fordayol
and almost $70 for palladium per ton of treated WB&S lost. More shredding resulted in a
decrease of concentration of precious metals in PBsreduce the losses pfecious metals

in pre-processing, in particular during shredding and subsequent sorting, the first and most
straightforward approach is to reduce the quantity of precious metals entering in the shredder
(Chancerel, et al2009)This implies adjusting the manual sorting step at the beginning of the
process to remove most precious metath materials. This requires knowledge about the
location of precious metals in WEEREhich is currently partially missinghancerel, et al.,
2009) Characterization of the waste stream is of paramount importance for developing a cost

effective and environmentally friendly recycling systédui, et al., 2003)
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1.2 Purpose
The purpose of this paper is to improve the ym@cessing step of the recycling chain by an
improved automatic characterization of the PCB waste stream at compdeeet The
unshredded or preshredded PBsare inspected by an automatic optical inspection system
(AOISystem) based on an electronic component recognition database which contains
information about component recognitiofeatures and component compositiomhis thesis is
focused on the image processing part of iN®Isystem.The development od camera setup,

lighting system or other AOI system componentsusof focus.

Several electronic component detection algorithms are studied. data fusion model is
developed for electronic component classification. The fusion model consists of a feature
extraction process which generates component package specific features. The mostaimiport
features for each component are selected in a feature selection process ancbthponent
packagesare classified according to its most important features. Different feature extraction,
feature selection and classification processes and algorithmsstudies to reach the best

classification accuracy.

LYF2NXVIOGA2Yy | 02dzi GKS O2y(dSyid 2F @thbzadond S YI
YFGSNREFEA O0KSIF@e YSilffoa Bxistg\PCA As¢ftivaredeRused ftol YS > >
automatically generatd®CB composition models which contain the location and quantity of
specific materials depending on the electronic components of the PCB. This model can help for
automatic or manual selective disassembly of precious metal rich components or hazardous

materid rich components.

An OCRystem is developed for reading electronic component markings and verifying the
component names based on an online component database. Additional information about

identified components such as original price or distribuisisollected.

Information about the economic value of reusable electronic components helps to locate
reusable components from an economic point of view. The increase of the reuse rate decreases

the negative environmental impacts caused by the production of eé&gtronic components
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and increases the revenue of recycling companies. An improved recycling chain model with the

approach examined in this thesis is specifiedhapter6.1.

For the experiments, a recognition datt consisting of 18omponents is created for testing

the data fusion model anthe OCRbased component identification system.
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2. Background Theories and related works
Numerous papers where published and research projects are performed in the field of

electronic component recognition for PCB recycling.

The goal of the INPIK@oject @integrierte Prozesskette fur die Instahdltung elektronischer
Kompamenterg) isto create PCB circuit idgrams from PCB®r the inspection of obsolete
electronic components which can be used for repairing or reengineering. The process chain
contains the acquisition of 2inages 3Dmodes and CY¥data which are combined and

analyzedo form an electronic net lisiPK, Fraunhofer, 2013)

Erik van DopgDop, 1999)studied a sensor fusion approach with a range image acquisition
module, color image module, and a highsolution image module. It shows that the fusion of
multiple sensordata can increase the recognition rate electronic componentsompared to

individual sensors.

The AutDem project (Automated disassembly of PWBs) waglucted for automatic
disassembly of electronic component for reuskhe project was focusing on the automatic
inspection of electronic components for reuse without estimating the material composition of

electronic component§Griese, et al., 2002)

The Institute of Imaging and Computer Vision of the RWTH Aachen University esahene
generation of height maps with laser triangulatigoch, et al., 2013and segmentation of
SMDcomponents for automated PCB recyclifhg, et al., 2013) Other approaches deal with
the localization ofelectronic componentdased on color distribution of solder join{érticle,

2011)

The optical character recognition of electronic components where studligéAn é&utomatic
Chip Character Checking System for Circuit Board Quality Gorftneb, 2014)and an
application for mobile package recognition based on the @@fnhe Tesseract was developed

A yMoldile IC Package RecognitidBlaes, et al.)
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The approach in this thesis is leason a data fusion model which estimates the component
class based on specific component features fromirBBges. The features are extracted from

different feature domains to find specific features for each electronic component package.

2.1 Feature extraction algorithms
The traditional goal of feature extraction is to characterize an object so that it can be
recognized by measurements whose values are similar for objects in the same class and very
different for objects in different classg®uda, et al., 2012)This leads to the idea of seeking
distinguishing features that are invariant to irrelevant transformations of the input data. In the
case of image processing the invariance of features against translation, rotationadimd) $& of
particular importance. Feature invariance requirements can be skipped if the input data is
adjusted(Duda, et al., 2012)mportant techniques and algorithms used for feature extraction

are summarized in the fallving chapters.

2.1.1 Single seed region growing approach for color images
A region growing approach is used for the segmentation of PCB surface and component feature
extraction based on color segmeniBhesingle seedegion growing approach is a pixel based
image segmentation method since it involves the selection of initial seed pixel. The region
growing algorithm examines neighboring pixel of a region or the initial seed pixel and
determines if the neighboring pixehould be added to the regiofWVerma, et al., 2011)The
first step is the selection of seed poirtfto. The seed point selection is depending on the
segmentation goal and based on user criterion. The seed point seletidefined for the
specific methodsin chapter3.3.4region growing is usefbr Segment based feature extraction
andin chapter3.2.2it is used for color based PCB surface detecfidre seed pixel is the first
region from which neghboring pixel are added to grow the region iterative depending on a
region membership criterion. In this approach the region growing segmentation is used to
segment color images. The criterion to add adjacent pRéfy to the regionpixel 0 "@s the
Euclidian distanc® "'O™etween the color of the adjacent pixel and the mean color value of
the region0"O . AT firstthe imageis converted from RGB color space to HSV color space

and the gray scaled values in the three chanaetslinearscaled between zero and one
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Is the distance smaller than a determindiareshold”Y'O'Y 1@t ¢ the pixel is added to the
region. If the distanceexceedsthe threshold, the pixel is not added to the regiornf the

distance from all neighboring pixel to the region exce#ie threshold,the region growing
stops and the segmented region is determined as a segment of the i(Wagma, et al., 2011)

The psedo code of the single gel region growing approach is shownGodel.
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PSEUDOCODE:

SEED: position of seed (x,y)

RCOUNT: Counter of keep track of current region being grown

PG Z stack to store pixel to grow

BP Z stack to store boundary pixels of grown region

REGION: matrix with same size if image |, storing the labels of growing region
CP(j): 4 -neighbours of CP, j=1,2,3,4

PSEUDOCODE:
Region_Growing(HSV image 1)
THR=0.02
SEED=(x,y)
RCOUNT=1
i=1
=1
PG(i)=SEED
While PG not empty
CP=PG(i)
i=i -1
For(4 -nb of CP, k=1:4)
If(REGION (CP(k) not labeled)
Calculate: DIST(SEED,CP(k))
If(DIST<THR)
REGION(CP(K))=1;
i=i+1
PG(i)=CP(k)
Else
=i+l
BP(j)=CP(k)
End if
End if
End for
End for
End

Codel: Single seed region growingseudo code

2.1.2 K-means clustering
In the color based PCB surface recognition algorithm in ch&p®p, the kmeans clustering
algorithm is used to find clusters of B surface segments. The algorithm is an unsupervised
procedure with the goal to finddmean vectors K M H which represent the center of the
k clusters(Duda, et al., 2012)The kmeans clustering is an iterative method, where k is the
number of clusters. The determination of the number of clusterspiscifiedin detail in the
correspondingchapter. In this approach the initial meaHsiH 8 H where selected randomly
from the sample space. The squared Euclidian distaace H & is computed for each

sample and the nearest mea#) is selected to approximat#» U e h as:

- . p WO @®
Fo eh & e oo
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After approximating} 0 e h the meansH H /8 H are recomputed by:

B ||-l')oh08 )
B o eh

H

The approximations oﬂ- 0O e h and the recomputation®f the means are repeated until
the approximationslo not change compared to the previous iteration s{@uda, et al., 2012)

The pseudo code is shown@ode2.

PSEUDOCODE:

k_Means_Clustering(samples)

begin initialize n, k, C L, BH
do classify n samples according to nearest
recompute
until no change in
return ‘¢ B H
end

Code2: k-means clustering pseudo cod®uda, et al., 2012)

2.1.3 Normalized cross correlation for 2 D pattern matching
Template matching is a technique for finding regions in an image that matches a smaller image
template (Lewis, 1995)One approach of determining the position of a pattern in an image is
based on the2D normalized cross correlatiohet"Qafto be the intensity value of amiage at
the point ofto wherewt B O p,w® MBO p andd O isthe size of the
image. The pattern is representdy a given template t of size w0 . At each position 6h)
in the imageQ the normalized cross correlation valfieis calculated between the imag&and
the templated. The templateo is shifted byo steps in thew direction andv steps in thew
direction. Thenormalized cross correlation valfigs calculated as follosy
- By Qufwy & ow o 0 o g (10)
By Qufty & Bjodm ohd O o
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The valuéd), is the mean value 6RQafto within the area of the template t shifted toohD

which is calculated by

0 (11)
" — Qa8
% 00
The valuelis the mean value of the template t and defined as:
0 (12
d — o ¢d 8
00

The dominator is the variance of the zero mean image funcmdtdo "t and the shifted
zero mean templat® ® ohod 0 oL With this normalization the valug Oh) s
independent to changes in brightness or contrast of the image. The cross correlation matrix

[ 6h) gives a value abouimilarity between the templatend the mage regior(Lewis, 1995)

The computation of thenormalized cross correlatiobetween acolor imageand a color
template is done by estimating the normalized cross correlatimtween the image and the
template in all three color spaces and estimating the mean valfiall three cross correlation

~

matricess ofbROhoN pht

a(

r o (13

Ql©

[ ofbip 1 6hhg [ ohbho
The largethe valuel 6h) is,the more likely the template matches the image region.

2.1.4 Image reconstruction with PCA
A set of mcomponentimagesQ each of size r x, s reshaped to a vectar. of sizel 2 © P
First the mean vector and the covariance matri€ are computed for all vectors according to
(14) and(15).

p (14)
= |

(15

11
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Next the eigenvectors and eigenvalues are computed and sorted according to decreasing
eigenvalues. This computation can be done in several ways in WAGILABmplementation
based on the QZ algorithm was used. The eigenvegoveith the k largest eigenvaes_ of
the covariance matrix are used to construct the projection maRief sizel 2% "Q The

projection of an image vectar into the eigenspace is given by

- |fo. H (16)
The reconstruction of an image projects the image into gcipal componentsRC$ and,
tries to recover the original image by applying the inwspsojection matrix. The projection and

recover step is shown i{17) therein o.gis the econstructed image of the image:

o [Hmm H HFo H H an
The reconstruction error is defined by th&uclideandistance between the image: and its

reconstructed image: @

1
Q M. o S - (18

Often there will be just afew large eigenvalues whose eigenvectors contain the most

information while the rest of the dimensions generally contain n¢i3eda, et al., 2012)

2.2 Feature selection
Feature selectiorhasbecome the focus of much researchdreas of applications for datasets
with hundreds or thousands of featuré¢&uyon, 2003)The goal is to select a subset of features
from a feature set which can be useful improve the prediction performance Many
techniques where published to address the problem of elimination of irrelevant and redundant
features in a feature set. Other methods deal with linear combinations of features to form a set
of new more useful featuresThere are three reasons why femé selection is used in

applications of classification:

- improving the prediction performance
- providing faster and marcosteffectivepredictors

- providing a better understanding of processing the data

12
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There are several feature selection algorithms whiah be classifiedn the three categories

calledwrapper methodsfilter methods,andembedded methods.

Wrappermethods are based on a learning machine which isteggas a black box mode

score subsets of variables according to their predictive powemost wrapper algorithms the
prediction performance of a given learning machine is use@valuatesubses of features.
Important wrapper strategies are the Greedy search strategies of forward selection and
backward elimination. The forward selemi garts with an empty featureset ard adds useful
features in each step. The backward elimination starts with a set of all variables and

progressively eliminates the most useless features.

Filters select subsets of variables as a-pmacessing step, indepeently of the chosen
predictor. A distinguished filter method is the Fisher sore which is a variable selection method
that rates all features ahselects the subset of features with the highssbre The Fisher score

feature selection method ispecifiedin chapter2.2.1

Embedded methods perform variable selection in the process of itrgimnd are usually
specific togiven learning machinesThe random forest faare selection is an embedded
method which uses the owdf-bag OOB error to evaluate subsets of features. The random
forest feature selection algorithm based on tREOBerror is specified in chaptéd. When the
number of variables is very small compared to the number of features one may need to resort

the selecting variables witfiiter methodsto avoid oveffitting (Guyon, 2003)

2.2.1 Fisher score
Fisher score is a variable ranking method that ratesdfieiency ofdiscriminations for each
feature. It can be applied in twolass problems as well as in mudiass problemgGuyon,
2003) The score evaluates each feature by the ration of the between class variance to the
within-class variance (Guyon, 2003) Suppose we havea set off d-dimensional
sampleso 8 ho , £ is the number of samples in the sub&t labeled and c is the number

of classes, than thasher score of théah feature is computed irf19).

13
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S (19
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Where, is the standard deviation and the mean of the wholalata set corresponding to

the '@h feature andw is the'@h feature of the sample .
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After computing the Fisher score for each feature, it selects thedtdgatures as the subset of
features. The number of features can be fixed or depends on a sedhreshold. The score of

each feature is computed independenfiypm all other features. Therefore the feature subset

can be suboptimal because features with low individual scores but a very high score when they
are combined are discarded, furthermore rewlant features are not discardggu, et al.) In

this approach the Fisher score is only used in the two stage feature selection and not applied as

individual feature selection method.

2.2.2 Random forest feature selection
The randomforest feature selection is based on the enftbag (OOBerror estimation. Each
tree is constructed by using different bootstrap samples of the data. A subset of samples is left
out and is not used to construct th@th tree (OOBsamples). Each sample that was left out to
construct the tree is predicted by th@th tree and compared to the true class of the sample.
This is done with all trees of the random forest and the error over all trees talll @autof-bag

sampledssummed and divided by the number of eot-bagsamplegBreiman, 2014)

In the random forest feature selection approach the G&r is estimated. The values of the

a -th feature of the OOBamples are randomly permuted and the new G&r is estimated.

14
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The number of OOBrrors whichare made by the permutation of variabled is subtracted
from the number of OORrrors made by the untouched O&Bmples. The average of this
number over all trees in the foredgs the raw importance score for varigbd . This raw
importance score is divided by the standard deviation to get t#seare which is used as the

variable importance scorgCutler, 2014)

2.3 Object Classification
Object ecognition in image processing is the act of finding and identifying objects in an image
or video sequence. Object classification is a special case of object recognition where the task is
to detect objects and classify themtinobject categories. The task still challenging for
computer vision systems and many approaches have been implemented over multiple decades.
The object recognition can be classified in three categories: approach based dik€Abject
models, appearancbased methods and featuseased methods. Feature based methods are
often combined with classifiers which classify the objects based on the features according to
their object category. There exist many classification algorithms which can be divided in

supervised and unsupervised s&ification methods.

A classifier which is used in many applications is the support vector maching (@\idh is
based on the idea to classify data based on the largest margin between data cluster. Another
popular ensemble classifier which is based on decision trees classifiers is the random forest
(Wikipedia, 2015)Both classifiers are specified in the chafi@nd2.3.2

2.3.1 Random forest classifier
Random forests are ensemble classifiers which are constructed of a multfuzision trees
The algorithm was introduced by Leo Breiman and Adele Caitidris used for classification

and regression in many applications.

Introduction to ensemble classifier

In supervised learning a supervisor (teacher) provides a category @mbeh€Eh pattern in a
training set which also refers to classes or labels. The classification of pattern is based on
classification models (classifiers) which are learning the classified patterns of the training set.
An algorithm which constructs the modisl called inducer and an instance of an inducer for a

15
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specific training set is called a classifier. The idea behind an ensemble classifier is to weight
several individual weak classifiers and combine them to form a strong inducer. It is well known

that enemble methods can improve the prediction performar{@okach, 2009)

The random forest is an ensemble classifier whereby the individual classifiers are unpruned tree
predictors. The training algorithm of random forest applbagging (bootstrap aggregating) for

tree learning.

Random forest training

Given a training set: e B he. with responsell « B «., bagging repeatedly selects
bootstrap samples of the training set and fits trees to the samples. For eacintthe random
forest classifiertraining SUbSEtSJ—‘.I.|.FllL.|.|. (bootstrap samples) from the training sate randomly
selected and trairthe bagging treesQ on é% andJH]L. The optimal number of trees in the
random forest depends on the size and struetlof the data.ln general a few hundred to
several thousand trees are usedhereatthe generalization error for forests converges to a
limit as the number of trees becomes lar@f@utler, 2014)In random forests at eacltandidate
split a random subset of features is selected. Typically for a dataset with p featrésatures

are used in each spliBreiman, 2014)

Random forest prediction

The random forest prediction of sample is done by predicting each trained tree in the random
forest and averaging the prediction results over all trees. The output of the random forest can
be normalized by the number of trees and interpreted as a-safput probability. The
prediction output is shown in24), in whiché the number of trees in the forest Bnd "Q the

trained tree(Breiman, 2014)

(24)

O:|©

Out-of-bag (OOB estimation
To train aQth tree, a random subset of training samplé%ﬁﬂ% is used to construct the treen

which each tree uses different bootstrap samples. The samples that are not used to construct

16
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the "Qth tree are predicted by théath tree to get a classification. The estimatiorcéledout-
of-bag estimation. In this way, a test set classification is obthifor each case. At the end of
the run, take’@o be the class that got most of the votes every time caswas OOB The
proportion of times thafCs not equal to the true class éfaveraged over all classes is tB©B

error estimate(Breiman, 2014)

2.3.2 Support vector machine classifier
Support vector machine (SYMs a learning algorithm that analyzes data and recognizes
patterns used for classification and regression analyS&&gen a set of training samples, each
marked with one of two classification categorie® SVMmodelcan be trained to assign new
samples into one category or the other. In addition to performing linear classification, an SVM
can efficiently perform a notinear classification by using the so called kettniek. The kerel-
trick is a mapping of the input data to a highmensional feature spad@VikipediaSVM, 2015)
The SVM classifier constructs dyperplane or set of hyperplanesin a high- or infinite
dimensional space. A good separation is achieved if the hyperplane has a large distance to the
nearest training data points of any class (functional margin), since in general the larger the

margin the lower the generalization error ofdftlassifier.

Linear support vector machine
The linear support vector machine (Lin€aWM) is the simplest case of SVMs and can be used
to classify linear separable data by constructing a separatipgrplane. Suppose tkre are

labeledtraining data

o b HQ pfB o ¢ pip he ¢ 4 (25)
and a hyperplane which separates the positive and negative data. Thespwinich lies on the
hyperplane satisfiess e @ 1, where: is the normal of the hyperplane arglgfss| Sis
the perpendicular distance from the hyperplane to the origin, andgis the Eucledian norm of
<. For the linear separable case, the goal of the algorithm is to find the separating hyperplane

with the largestmargin. This can be formulated as follows

e o @ pRDL p (26)
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e o O pPOED p8 (27)

These can beombined into one set of inequalities:

e o w p TS (29)
The points for which the equality27) holds the samplese: are placed on the hyperplane
'Ode = @ pand the point for which the equalit{28) holds the samples: are placed on
the hyperplaneOde © p . They are called support vectors. The distance of the

hyperplane’©O and 'O from the separation hyperplane @ 'Q  pf4&: £and the margin

This problem can be reformulated by introducing Lagrange multipli¢csthe Lagrangian:

N (29
0 — A | e o W | 8

The Lagrangiab has to be minimizeavith respect to: and simultaneously requirethat the
derivatives ofd with respect to all thé vanish,subject to the constrains 1 Now it is a
guadratic programming problem which can be solved by standard quadratic programming
techniques and programs. The solutican beread in (Burges, 1998)The vector: can be
expressed as a linear combination of the training vectors:

(30)

| we.8

TheLINE 6f SY OFy 06S NBF2NNdz | SR AW subje& toahRdzk £ ¢ |
constraint that the gradient off with respect to<: and @ vanish, and subject also to the
constraint that the 1. Requiring that the gradient ab with respet to and-H-vanish

give the condition
| @ mmw | 68 (3D

This can be substituted {29) to give

18
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(32

(Burges, 1998)

RBFsupport vector machine
The linearSVMalgorithm can be extended by using nbmear functions as hyperplandhis is

done with the so called kernetfick. The dot produce: e-is replaced by a nonlinear kernel

~

function Qe The hyperplane camow separate the positive and negative samples in a

higher feature space. A common used nonlinear kernel isGhessian radial basis function

(RBFkernel:

(33

Qon s e e HOEM T

P (34
CH
An RBFkernel is used because tiie complexity of the RBEkernel which is lower than for

[

examplepolynomial kernel¢Hsu, et al., 2010)

Grid search method for parameter selection

One of the most importanstepsof support vectommachines(SVM modeling is the parameter
selection. In this approach the grid search method is used to estimate the optimal parameter
which maximizes the classification accura€gr the linear spport vector machine only the
regularization constand has to be deterrmed. The regularization constant is adjusting the
confidence interval range of the learning machine. #&ecting a RBEkernel function, the
regularization constand and the kernel hypeparameter; have to be determied. For the
linear SVMhe grid seach method is takingt values ind to form a one dimensional grid. The
values are used to estimate the performance of trained SVMsthreee-fold-crossvalidation

model. The optimalbarameter is chosen depending on the maximum performance.

The grid search methofibr the nonlinear RBkernel SVMs takingd values ind and¢ values

inf to form ad we grid (Qubo, et al.)
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2.4 Data fusion model
The integration of data and knowledge from several sources is known as data fusion. It is a
combination of multiple data sources to obtain information with higher quality or more
relevant information. In this approach a data fusion model is used for obgacignition. The
data fusion techniques can be classified in three nonexclusive categories: (i) data association,
(i) state estimation, (iii) decision fusiofCastanedo, 2013)Some common classification
schemesareba Sa 2y (GKS NBtlIGA2y o0SG6SSy GKS RFEGF a
data fusion classification schema which classifies the data fusion in five categories:-data in
out (DAIDAQ, data infeature out (DAFEQ, feature in featureout (FEIFEQ, feature in
decision out (FEDEO) and decision-gtecision out (DEDEO). The JDL data fusion classification
is a concept proposed by the JBxd the American Department of Defense (DolD classifies
the data fusion on five processing levels: ®ultject Data Assessment, Object Assessment,

Situation Assessment, Impact Assessment, Process RefinéBtemtberg, et al.)

The Data fusion classification model which is manly used in image processing and used in this

approach is based on the following abstraction levels:

- signal level: directly addresses the signals that are acquiczd the sensors

- pixel level: operates at the image level and could be used to improve image processing
tasks

- characteristic: employs features that are extracted from the images or signals

- symbols: at this levahformation is represented as symbols, thesel is also known as

the decision level

The data fusion orcharacteristics level (featudevel) and the data fusion on symbol level

(decision level) are used in this approach to improve the recognition process of electronic
components (Castanedo, 2013)A multisensor object recognition system for electronic
O2YLRyYySyita o1 a |fNBFIRe Ayg@dSaidAadl 8eBRr objeget 9 NR |
NEO23ayAlA2YY ¢KS O §van MpFet & f 280D)in Ndzs ywarlOthe imigeO & Of A y
data from a range image module, a color image module and aregdlution image module

are combined to improve the information for object classification. In the experiments he used

20



Background Theories and related works

448 modeled objects (electmic components) and reached a correctly classified rate of the

combined sensor modulef 82% (369/448fvan Dop, et al., 2001)

Data fusion with Dempster -Shafer theory
Decisionlevel fusion consists of merging information atheg level of abstraction. The fusion

step combines multiple algorithms to yield a final fused decision.

The DempsteShafer (Dptheory of evidence, also known as theory of belief functions, is a tool
for representing andcombining evidencéKay, 2007)The DSheory is a generalization of the
Bayesian reasoning but does not require probabilities for each question of interest. The
DempsterShafer theory starts by assiing a universe of discourse consisting of a finite set of
mutual exclusive atomic hypothes® Q8 HQ . Let¢ donate the power set of all subsets

of Q The functiori ¢ © Tip is called a basic probability assignment (masses) if it satisfies:

a n T ®eEQ & o6 p (35)

p
The belief can not only be assigned to an atomic hypothesis, but sonde setpf8 oy O Q
The belief ild 0 represents our ignorance, which can be subdivided among the subsets of

Each elemend witha o 1tis called a focal element. The belief function is defined as:

& Qd & o (36)

p
It represents the minimal trust we can havedinbecause of the supporting subsgt The

complement of belief is doubt.

NEO6DO p QM (37)

The plausibility] @ is the sum of all masses of the subset of the set of interest.

f & a o (38)
.|
The plausibility) ®© can be derived from the belief in the following way:
N p @ Qd (39)

The complement of plausibility is disbelief.
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QQi 0B QW Q) B (40)
The connection between ddief, disbelief, plausibilityand doubt is shown irFigure 3 (Kay,

2007)

0 1
Belief Doubt
bel(A) -t 1- bel(A)
Plausibility Disbelief
plA) =t 1- pl(A)
Uncertainty

Figure3: Connection between belief, dizlief, plausibility and doubtRakowsky, 2007)
Dempster combination rule
The Dempster combination rule is the possibility to combine maésésdi  on "Qwith the

orthogonal sumx gp & § 8% & whichis defined as:

(41)

In which

0 a4 b5 8 da o 8 (42)
.8, n

The factor K is measuring the conflict between s h .

After performing the combination, the decision associated to the most probable eleméat
has to be quantifiedThe most common decision rule is the maximum of belief, where the
element in"Qis quantified which corresponds to the element with the maximbedief. In

applications for safety and reliability modeling different decision rules are used.

2.5 Optical character recognition of IC markings from electronic PCB scrap
Optical character recognition (OLCR the conversation from images of typewritten or printed
text into machineencoded text. OCRs widely used in many applications for document

digitalization, analyses of passports, bastktements, license plate character recognition or
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other documents. One kind of objeotiented OCRs the recognition of electronic component
markings. The PCB production increases worldwide and quality contooni®s more and
more important. Therefore many OGRgines were developed to recognize character strings
on ICs or other electronic components. Most of then@rking recognition engire are
developed for the inspection of chips and electronic components for assethbty, 2014)
Many applications use optical character verification approaches Y@@a/to the fact thathe
expected IG@narkingposition and expected characters amell known. The quality of the string
characters for assembly or quality control of the component production is sufficient for good

character recognition results.

The focus on IC marking recognition in this work liesthe recognition of electronic
components from PCB scrap. The quality omi&@kings of used electronic componerftem

scrapis much worse compared to new kbmponents. Dirt, scratches or faded markings
decrease the recognition rate. Unknown character positions, font or size make it more difficult
to recognize characters. Just a few publications deal with the task wfal€ing recognition

from electronic PCB wastéLi, et al., 2014) An important measurement in OCR is the
Levenshtein distance, which is a distance measure between sequences of characters and used

to compare recognitin results.

2.5.1 Levenshtein distance
The Levenshtein distance is a string metric for measuring the difference between t
sequencegWikipediaLevenshtein, 2015)The distance is the number of deletions, insertions,
or substitutions required to transform a string 0 i it another stringi 0 i Qdha
greater the Levenshtein distance, the more different the strings dWikipediaLevenshtein,
2015) The Levenshtein distance between two stringand ®is given by ; <% LB in
which

I AAQ N QQETAQ n

a; Q phQ p
a'QE Gl G0 p £®RI 0 QI Q
ap Q phQ p p

a0y 60
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p is the indicator function equal to 0 whah  @and equal to 1 otherwiséWikipedia

Levenshtein, 2015)

2.5.2 RANSAQGlgorithm
The RANSAC algorithm is an iterative method to estimate parameters of a mathematical model
from a set of observed data which contaioutliers (WikipediaRANSAC, 2015)healgorithm
categorizesll Rl G &1 YLX Sa 0 Si ¢S Stierebyinliets fitshdddel wityi 8 @& 2 dzi

certain error and outliers daot fit the model.

1. The algorithm selects randomly a humber of samples from the whole set to fit a model.
The number of selected samples is the minimum number of data items which are
necessary to estimate the model parameter.

2. A model is fitted by the selected data samples.

3. The model is evaluated by the data samples which were not used to fit the model. The
algaithm checks if the data samples are consistent with the model, therefore an error
threshold is determinedif the error between the model and data samples greater
than the error threshold, the sample is classified as outliethe error between the
data sampleand the models within the error threshold the data sample is classified as
inlier.

4. Thequality of the model is estimated according to the number of outliers and inliers of

the model.

This procedure is repeated a fixed number of times and the most refined model parameters
with the minimum number of outlierare selected as parameters for the mathematical model
(WikipediaRANSAC, 2015)n example ba linear modelselected by the RANSAC algorithm

compared withthe fitted least square error modés shown irFigure4.
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[ = Inliers # Points —— Simple —— RANSAC |
20 ¢

Figure4: RANSA@xample pttp://www.codeproject.com/KB/recipes/automatic_panoramas/ransac.png

2.5.3 Octopart database for component -name verification

Potential component names are requested by tRetopart APl (www.Octopart.com by

sending the composed component labels. After making a label reques©dtmpartAPIsends

back a list of potential component names located in itsatbaise which could correspond to the
requested label. The distance between the potential component names and the requested label
is determined. The distance measure is the Levenshtein distance which assigns a distance to
two words based on their similarityhis is done with all labels of the marking and the potential
component name with the smallest distance to the requested label is assigned as component

name.

Octopartis a company that offers an electroriomponentdatabase with structured data for
more than 30 million electronic componentsThe Octopart tools facilitate searching
componentsacross thousands of suppliers. An easy way to access the databaseDisttipart

APl which provides information about pito-date pricing and availability information,
datasheets, compliance documents and technical specs for electronic components from

distributors and manufacturersOctopart allows access to information from more than 100
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distributors includingDigiKey Mouser, Newark Premier farnellArrow, RS ComponenEuture

electronicsGraingerand many othergoctopart, 2014)

This tool was used for component name verification in which the recognized labels from OCR
engines (Tesseract, OCRMax) were requested tdittepart APl The response of the ARIa

list of equal or similar written component nees provided from different suppliers. To assign a
component name from the obtained list to the recognized label, the Levenshtein distance
between the component names and the requested label is computed. The component name
with the smallest distance whichis less than or equal the distance threshold
QQI XD ERD ¢ is assigned to the component. The requests were made with the

data transfer tookurlin MATLAB

2.6 Life Cycle Inventory ( LCI) analysis
Life cycle inventory (LCis a process of quantifying energy and raw material requirements,
atmospheric emissions, waterborne emissions, solid wastes and other releases for the entire
life cycle of a product, pross or activity((SAIC), et al., 2006)\n LCis the basis of a Life cycle
impact assessment (LCAo evaluate comparative environmental impacts epotential
improvements. With respect to reuse and recycling anca@lassist organizations in comparing
products or processes and considering environmental factors in material recycling. The
GDdzA RSt Ay Sa Twddl f1A&laeS am? yAA WK S/ BakktSet dl.y19B)y (i 2 NB
provides a framework for performing an inventory analysis. Four steps are defined for making a

life cycle inventory:

1. Develop a flow diagram of the peess being evaluated
2. Develop a data collection plan

3. Collect data
4

. Evaluate and report results

2.6.1 Categorization of WEEE and PCB waste
Waste electrical and electronic equipme(MVEEIE describes discarded electrical or electronic

devices. The WEHlfrective sets targets for collection, recycling and recovery for W&fiEE
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became a European law in 20(Birective 2002/96/EC, 200ZfyheWHE directive sets a total
of 10 categories of WEEE

largehousehold appliances

small household appliances

ITand telecommunications equipment
consumer equipment
lightingequipment

electricaland electronic tools

toys leisureandsports equipment

medical devices

© © N o g b~ 0w DN P

monitoring and control instruments

10.automatic dispensers

In this work thefocus is set on the recycling and reuse of electronic components of PCBs
Therefore the WEE&ategories which contain a high amount of P@gsITand
telecommunicatiorequipment, consumer equipment, medical devices, monitoring and control

instruments and automatic dispenseare of particular importance.

In (Scheideanstalt, 2015pCB wastfrom WEEHS categorizedn the following categories:

- PCBslass 1 A: old PCRa#th golden contacts, higbhip density

- PCBslass 1 B: PGBom computers, industry equipment, many gildings and precious
metal rich chips

- PCBslass 1 Ccolored motherboards, graphic cards, sound cards

- PCBsglass 2 A: PCB®m industry equipment without golden contacts, small precious
metal rich chips

- PCBeslass 2 B: PCB®m industry equipment without golden contacts, without
precious metatich chips, contain small heat sinks or transformers

- PCBeslass 3. PCBwth big capacitors, heat sinks or transformers (Pf{é@s old

monitors or power suply controllers)
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Valuable PCBiodules and componentsan be categorized as gold connectors, mobile phone
PCBsCPU ceramic gold caps, CPU ceramic Intel AMD, plastic CPU processors, CPU slot
processors, RAM devices, ch{pkips, ICs, Eproms), hard drives;/OBWDdrives, transformers,
OrofSazx NBflea YR LINBOA2dza YSiFf NAOK O02YLRY
(Scheideanstalt, 2015The categorization became moretdiled in the last years, what is

associated with the increasing interest in recycling of electronic waste. Several recycling

companies recycle tantalum capacitors due to the fact that tantalum recycling became more

profitable in the last yearéTantalumrecycling, 2015)

2.6.2 Recycling and reuse potential of electronic PCB waste
The use of electronic equipment has increased worldwide in the past few years. Precious
metals are an important raw material for EERAnufacturers and the demand is growing fast.
After use phase the EBEecomes waste (WEEHhe concentration of predis metals in WEEE
is small, but the economic and ecological value of precious metals like gold, silver or palladium
and special metals like tantalum or neodymium make recycling economically and ecologically
relevant. Recycling of raw materials from eofdlife electronics is the most effective solution
for solving the problenof growing ewaste. Recyclinglso protects fromandfill of hazardous
materialsfrom PCBsThe hi@pest concentration of precious metals in WEEHocated in the
PCBsOne measurement showed that one ton of PCB waste contains around 135 g gold, 669 g
silver and 50 g gadium which can be recycled. As presented in sectidnin a preprocessing
facility only about a quarter of the gold and palladium and a tenth of silver warete output

fractions from which precious metals were direaticovered(Chancerel, et al., 2009)

Reuse of electronic components can help to prevent health problems, create jobs and reduce
greenhousegas emissions. Y F2 Nl dzy I 6 St & (2RI &Qa YINJ]SiEg F2NJ
very small. Testing of unsoldered electronic components is very difficult caused by the height
diversity and complexity of electronic components. Also low prices of electronic components in
consumer electronics is challenging for a growing reuse market. A system which detethane

price of specific electronic components to estimate the revemisecessary to increase the

potential of reusing electronic components.
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2.6.3 International Reference L ife Cycle Data System (ILCD) format
The International Life Cycle Data System (JLd3 been developed by the Joint Research
Centre- Institute for Environrent and Sustainability (JRES) of the European Commission to
provide guidance for consistent and quality assured life cycle assessment data and studies
(Commission, 2012 he ILCIData Format was developed for storing and structuring data set
information within a data stream or file to enhance the availability of consistent and quality
assured Life Cycle Inventory (Lddta sets. It wadesigned to serve as reference format and for
data exchange between varieties of Life Cycle Impact Assessments@f@are. The ILCiata
format has been released in @9 and has already seen some adoption among tools like GaBi or
OpenLCA and databases in the meantime. The fo@bat is based on an Internetware,
linked data approach. The IL@@mat provides currently seven data set types which identify
different semantic concepts in LGAodeling that are linked together via typed links called

global referencegWolf, et al., 2011)These types of data set concepts are:

- Process: Modéng unit and aggregated processes and result sets. Input and Output
flows are modeled by global references to other datasets of type flow.

- Flow: Describes an elementary, prodwe waste flow. It referenceone or moreflow
properties.

- Flow Property: Describes physical or other properties of a flow that can be used to
guantify it, for example mass. Each instance references one Unit Group data set.

- Unit Group: Describes a growd convertible units and the conversicfactors to its
reference unit.

- LCIAVethod: Describes an LCidethod and its characteristic factars

- Source: Represents an exterrsglurce of information, such as literature or a database
or data format. It can reference a contact it is related to.

- Contact: describes a person or organization.

The ILCDormat is used in this work to trafler LCimodelsof PCBavhich areautomatically
created inMATLAB They can be imported in LGAftware likeGaBior OpenLCAo analyze

ecologicalmpact.
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3. Methods for e lectronic component recognition
The methods for object recognition used in this work &@sed on thedata fusion model
specified inchapter 2.4. At first the acquired images are preprocesséuough rotation
correction and scaling determination. After preprocessing, the detection of electronic
components is studiedvhich includestie determination of the component bounding boxes in
the image. A detailed measurement of detection investigat®not performed. This work is
focusng on component classification based on theeviouscomponent detection step. The
classification step ibased on feature extraction and the following feature selection (feature
fusionlevel) of the most important features. The classification of tbenponentsis examined
with the random forest classifier and support vector machines (Li8d&4viand RBFSVMN
(classifieffusiortlevel). The component claswhich can be me of the componert in the
recognition database or an unknown componens determined ondecisionfusiontlevel To
assigna component to acomponentin the Octopartdatabase, an OC#&pproach is applied to
identify the component name. The Octopart database is used to verify the electronic

componentnameand receive additional information aboiis availability and price

3.1Image preprocessing
The image preprocessing is the first step after image acquisition. In this work the preprocessing
consists of two steps, the image rotation correction and the determination of the image scale.
The dject recognition is based on features which are extractenin the images. In many
object recognition tasksbased on 2D image datéhe object can be rotated or appear in
different scalesFeatures which are invariant in scaling and rotation have to be found for object
classificationThe advantage of thiwork is the fact that invariance against scaling and rotation
of the object is determined in the preprocessing step. The rotation correction is applied on the
whole PCB imageavhich is specified in chapt&.1.1 The scaling is also applied on the whole
image at which the dimensions of the electronic component afeed and the scale of the
image is determined based on a scaling symbol. The scaling estimation prospssified in

chapter3.1.2
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3.1.1 Image rotation correction
To bypass the restriction obtation invariant features for object recognition, thretation angle
of the printed circuit board images were determineflince there is no fixed printed circuit
board orientation, the orientation is set by invariants of 90 degiee to the fact thatmost of
the electroniccomponenst are horizontal or verticahligned The whole process is basesh the
assumptionthat conductor tracks and electronicomponentsare mostly horizontal or vertical
aligned andtheir structure and borders producing more horizontal and vertical edges than
edges with different orientatioa The rotaion angle estimation is based on the rotation
property of a discrete Fourier transform. &DFT of an image rotated by angle¢ is the DFT
of the unrotated imagerotated by the same angl¢. The rotation property ba DFT is derived
in (Petrou, et al., 1999nd therefore omittedhere. The approach is based on the property that
lines (edges) in the image are transformed to points in the frequency domain. Horizontal lines
in the imageare transformed to points on the centered vertical line in the frequency domain
and vertical lines in the image are transformed to points on the horizontal centered line in the

frequency domain. An example is showrigure5.

Figure5: Transformation from lines in the image to points in the frequency domain (www.svi.nl/FourierTransform)

The image rotation correction process is showkigure6.
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Image

[ Image crop ‘

'

‘ Converting RGB image to grayscaled image ‘

v

‘ Canny edge detection ‘

2D image DFT

!

Calculate normalized sum of DFT amplitudes over angle
in every quadrant and normalize by number of amlitudes

!

Angle with maximum aplitude corresponds
to the image rotation angle

!

Rotate image by negative rotation angle |

Figure6: Image rotation correction process

At first, the mage is cropped to a squared ima@®0Qox x 200(Qpx) to reduceproces runtime.
The RGB image is converted #ograyscaleimage and canny edge detemn is applied.
Afterwards a 2DDFT(discrete Fourier transforation) is computed from the edge image. To
estimate the rotation angle, the amplitude of the shifted 2D FR#@ige is summed upver
discretized anglesand normalized bythe number of amplitudes per angle stepThe
discretization is done in steps of 0.25 deggdleom 0 to 360 degree which results in a
disceetization error of 0.125 egrees The maximum of the normalized sum of amplitudes over
the angle corresponds to thiemagerotation angle With this process the rotation angle can be
estimatedwith invariants of 90 degree image rotation. An example rofraagerotated by 30
degree,the correspondingedge imageamplitude of the DFimageand summed upamplitude
over the angle ishown inFigure7, Figure8, Figure9 and Figure10. Theprecisionof angle

estimation was not investigated in detdalt inaccuraciesould not be determined by eye.
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Figure7: Image rotated by 3.0 degree Figure8: Canny edge image of the rotated image
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Figure9: Shifted DFT of the rotated imaggogarithmic
representation)
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3.1.2 Scaling determination based on scaling symbol

FigurelO: Summed amplitude over angle (invariants by 90

To bypass theestriction of scaleinvariant features for object recognition, thecaling ofthe

printed circuit board images were determined using a scaling symbol
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Figurell: Scale symbol

Figurel2: Scale symbol placed on the board

The scaling symbak shown inFigure 11 and Figure 12. The whole scalingletermination

process is showin Figurel3.

\ Scale image

|

!

‘ Converting RGB to HSV color model ‘

!

| Select value channel of HSV color model I

!

[ Discrete cosine transform ‘

|

| Ideal low pass filter

'

‘ Inverse cosine transform ‘

Otsu Thesholding

‘ Morphological closing |

'

Filtering blobs by eccentricity and boundding box

'

Compute distance between blob centers and
select the two blobs with smallest distance

;

Select greater diameter as reference
and compute scaling factor

Figurel3: Scaling determinatiorprocess
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At first the image is converted from the RGB color model to the HSV color model and the
brightness channel (value chanhé$ usedio make a discrete cosingansform. The discrete

cosine transform is frequently used in image compression such as the JPEG format. The discrete
cosine transform is similar to the discrete Fourier transform but uses only cosine functions as
kernds. The discrete cosindransform is shown in guations (43) and (44) (Gonzalez, et al.,

2006)

§ § L L0 POY .. LM pU® (43)
Yo Qafo] 61 v AT &2 PO A7 &2 P
ce ct
v p s
Ur ‘8_ Qs D Tt (44)
| O o
I'p c
¥ 2 Q¢ b phclBRE p
r €
v p 1
W% é_ Qs D Tt (45)
| 0 .o
I'p c
I'F 2 Q¢ b phcBR p
r €

To suppress illumination changes ideal low pass filter is applied in the frequenoydin in
which the first 10 x 10 cosine coefficients were discardedfterwards the inverse cosine
transform is @plied to get the image in timéomain. To extract the two dark circles of the
scaling® Y 0 2 f = mdthddsisin€edl tautomatically performthresholding.To avoid salt and
pepper noise, a morphological closing operator (5x5) is applied.image is inverted and the
eccentricity and bounding boxes are determindbm the blobs All blobs inside the

eccentricityinterval and insidehe diameter interval are maintained, others are discarded.

OAaE O ®a hO QOOQ Q Q } (46)

Qw T&HQ ¢ ) b L TN ®
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To find the center of the scaling symbol, the distances between the centers of all blobs are
calculated and the two blobs with the smallest distance are the inner and outer dark rings of
the scaling symbol. The outer diameter of the larger blalsed as referenctor calculatingthe

image scale.

Q.00 6 QUPVLQR QMDA QP VUDLQG (47)

Q4 0QQi

wa QA X&a a

Figurel4: Value channe(brightness) of HSV color image Figurel5: Cosine transform filtered image

Figurel6: Otsu thresholding Figurel7: Blobs of the scaling symbol
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3.1.3 Image resolution for feature extraction
The resulting features quality of feature extraction algorithms depend on the resolutions of the
images. In general higher image resolutions improve the feature precision but also increase the
run time and memoryusage Therefore arade-off between a high image resolution on one
hand and memory usage and runtime on the other must be found. In this approach the image
resolution depends on the size of the component. Smaller components require a higher

resolution than larger ones because teemages contain more details.

R a4 0 Q@ 4 & 20 ad (49)

000 0didn Wz ABDO DD 4a ® Nnaad (49
The algorithm dependent resolution parameters are definedablel.

Tablel: Feature extraction algorithm based resolution parameter

Fourier coefficients based 0.003
feature extraction

extraction
extraction
feature extraction

The area and algorithm dependent resolution is plottedrigurel8.
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FFT based feature extraction
— Histogram hased feature extraction
Segment based feature extraction

PCA reconstruction hased feature exdraction

FPMM [ppmim]
T

0 50 100 150 200 250 300 350 400 450 500
Component area [mm?]

Figurel8: Dependenceof the resolutionfrom component area and feature extraction algorithm

3.2 Electronic component detection
A necessaryprocessing ste for compment classification is anponent detection. The
detection includes the determination of component positions without knowindpich
component clasghe detected componentbelongsto. Component detection is necessary
because component classification is time consumamgl a classification of every possible
component position in the image impossible The goal of component detection is to narrow
the searcharea Incorrect positive detections (component detections abgitions where no
component is located) can be corrected by tlkemponent classification step.ncorrect
negative detections (component detections where no component is locatamnot be
corrected by thecomponent classification step. Several componenttelgion approaches
where studied Approaches based on tHeCB surface color (chapt8r2.2 and 2D normalized
cross correlation (chapteB.2.3 are specifiedn this work Component detection approaches
based onlaser triangulation (chapte8.2) or PCB 3D models (chapt@rwerealreadyspecified

in several papers.
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3.2.1 PCB board segmentation
One of the steps befordetectingelectroniccomponentsis the segmentation of the PCB board
to reducethe search area for electronic components this approacthe P@s are placed on a
white sheetand images ardaken, which results in a bright backgroundlhe processflow

shown inFigurel9is applied.

Image

o

| Compute minimum Background pixel number ‘

.

l Otsu image segmentation ‘

'

‘ Erode image ‘

'

Cut off white blobs with number of pixel smaller
minimum Background pixel number

!

‘ PCB board image ‘

Figurel9: PCB board segmentation process flow

At first the minimumnumber of background pixel is definewk5% of the image pixel to not cut

out white regions from the PCB board.

M6 ORI £ 66 QARWDTOH QAR "QL'Q & (50)

AfterwardsOtsu segmentation is applied, followed bymarphological erode step with a 10x10
kernel to separate white regions from the PCB board which are connected with the
background. In the last step all blobs with the number of pixels greater than the minimum
background pixel numbefd & @ Qi £'® ® Qare cut off whereby all remaining regions are
mainly PCB region&n example for the PCB board segmentation is showkigare20, Figure

21, Figure22and Figure23.
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Figure22: Morphological eroded image with 10x10 kernel Figure23: Segmented PCB board image

3.2.2 Color based PCB surfacedetection
To classifyan electroniccomponent it is necessary to knatg position on the PCB board. One

possibde process step is the segmentation of the PCB surface based on the color and

distribution of the surface pixslacrossghe PCB image.

This approach is based on the following assumption of PCB surfaces:

Most PCB surfaces have striking colors compared to the color of the electronic
components or PCB markings. That resultsaimostly coloredisolating protection

lacquer Frequentlyused colors are green, blue, orangedred.
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- The number of surface pixel clussas high compared to other pixel clustersusadby
mostly large surface aregompared to individual components

- In the majority of cases, surface pixels folange connectedareason the PCB surfage
whichresults in a small number of segment blobs compared to other clusters

- Usually,surface segments form contiguous areabkich results in a smallerumber of

edge pixelshan forother segment clusters

The procesflow is shown inFigure24.

| Image ‘

:

| Scale image |

i Region segmentation

Region growing with random seed pixel
in non-segmented region

!

Remove non-segmented regions
with area < 5 mm?

# non-segmented regions > 0

Create clusterpyramid by clustering segments
by color with k-means clustering where k = 2, ...,10
(surface representations)

:

Extract PCB surface features
from each surface representation in cluster pyramid

.

Classifie surface features from each
surface representation with with SVM classifier

.

Compute weighted sum for each image pixel
over each surface representation
weighted by SVM margin distance

!

Image pixel with
weighted sum > weighted sum threshold
are labeld as surface pixels

Figure24: PCB surface segmentation proceffow
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The image is scaled tolawer resolution ofun n & to speed up the PCB surface detection
process.In the second process step a region growing approach is used to divide the image in
regions with similar colar The seed points of the region gvimg algorithm are chosen
randomly, requiring the seed poins to be placed in the norsegmented image region. The
criterion to stop the growing process of a seed pagasimilarity threshold valugrepresented

by the Euclidian distance between theormalized color of the neighboring pixel and the
averagenormalizedcolor of the regionlf the distanceexceedsa distance threshold value of
0.2, the neighboring pixeWill not be considered as a region pixel. The growing process of a
seed point stopsfino neighboringpixel is consideredto be part ofthe region. The region
growing process ispecifiedin chapter0. After segmenting a region, all nesegmentedregions

with an area smaller thana & are removed from the norsegmented region to speed up the
processlf there nonrsegmented regionstill exist the region growing process is repeated with

a new randomly selected seed point in the reegmented regin. Onceall image regions are

segmented or rejected from the nesegmented region the process stops.

The first 200 segmenfsom the region segmentation processe shown inFigure26.

Figure25: Original image Figure26: First 200 image segments based on region growi
approach

After region growingthe segments are clustered based on their color. A cluster pyramid is
drawn in which the number of clusters increases by one on eatshlevek. The kmeans

clustering algorithm is used with randomly selected initial set of2means. TheQmeans
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